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INTRODUCTION

L

This dissertation constitutes an attempt to provide explanations
for the syntactic phenomena currently known as "Ross' ‘constraints."

While theré have been a number of attempts aimed ‘at providing
more adequate (in terms of generality, simplicity, or some such
criterion) reformulations of the phenomena.in question, I know of no
proposal which seriously addresses itself to the task of explaining
them. To be more exact, most discussions of Ross' constraints have
regarded them as formal syntactic universals, and have assumed that
an. adequate statement of them would constitute their ultimate
explanation. . .

The position adoptéd in this dissertation is that a mere, state-
ment of the constraints at issue, ‘even if observationally and/or
descriptively adequate (which most treatments with which- I am
familiar are not, as will bé shown below), should not be regarded as
an explanation of the facts. The point of view expressed in the
preceding sentence applies with equal force to the position that
Ross' constraints constrain transformatiorns (henceforth: the
Transformational Position)--taken, for example, in Chomsky (196ka,
1964b; and 1971), and Ross (1967, and an unpublished proposal known

" as the Island Constraint)--and to the position that the constraints

in question are global restrictions on derivations (henceforth: the
Derivational Position)--as taken, for examplé, in Lekoff (1969),
Postal (1969), and Ross (1969b). The reason why I have serious
doubts that a mere transformaticnal or derivational statement can

-constitute the explanation-of the constraints in question is that it -

is unlikely, given the present state of the field, that any version

of transformational grammar known at present could be an adequate
account of the competence of language users. The large number of
counterexamples vhich have so far plagued any attempt to provide a
reasonably elegant account of significant bodies of data, as well

as the résults of recent mathematical investigations of the properties
of transformational grammars (e.g., Peters and Ritchie, 1968), strongly

-suggest that’a transformational grammar is not a realistic model of

linguistic competence. If so, it is not in the least clear what,

if anything, corresponds.to the notion "transformation" in psychological
terms, and claims to the effect that formal properties of these doubtful
entities--the transformations--constitute explanations of observable
facts must be taken with a considerable pinch of salt.

Givén the questionable explanatory status of purely formal
universal constraints, there remain two classes of ‘facts which may
provide explanations for syntactic data: semantic and behavioral ones.
Such facts are on considerably surer grounds, for, while we may doubt
the existence of transformations, there are no reasons for doubting the
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existence of concepts, or of perception and production mechanisms.,
With respect t0 Ross'% constraintsi, there are clear indications
that they have very little (if anythizg) to do with semantics (in
fact, Ross himself repeatedly emphasized that his constraints
concerned derived, rather than underlying, structure). Thus, consider
the fact that sentences with sentential subjects are subject to one
of Ross' constraints, while the transformational cohgeners of such
sentences in which the sentential subject is extraposed are free
from the pertinent constraint, even though the two sentence-tyves
have identical underlying representations; consider also the fact
that in an analysis which regards relative clauses as derived from
conjuncts, the clause containing“the relative is free from constraints,
while the conjunct which underlies it is nct; notice also.that certain
rules may operate either by moving or by copying a constituent, and,
although. the two kinds of proceésses yield exact paraphrases, only the
former is Subject to Ross' constraints; notice, finally, that certain
feature-changing processes, such as the one that prlaces an overt
mark on question-phrases, is free from constraints in Japanese, but
not in English. I believe that the .few facts mentioned above- show
quite conclusively that Ross' constraints cannot be explained in terms
of semantics, for, if semantic representations were subject to such
constraints, any surface structure derived from ill-formed representa-
tions should itself be ill-formed, which, as we have seen above, is
not the case.

.As a semantic explanation is- not available, and as a mere formal
statement cannot be regarded as an explanation (at least at the
present time), it remains to investigate the possibility that
sentences in which Ross' constraints have been violated conflict
with certain properties and/or limitations of the perceptual apparatus;
the main goal of this dissertation is to investigate this possibility.
In doing this, I will rely, to some extent, on the theory of the
interaction of perception and grammar proposed in a number of papers
by Fodor, Garrett, Bever, Langendoen, and others. However, given
the highly tentative and often questionable status of many of its
substantive claims, that theory will be used as sparingly as possible.
Specifically, I will confine myself to three types of perceptual
principles in proposing explanations for syntactic phenomena, namely,
princivles which invoke the complexity resulting from erroneous
closure, interrupt€d behavior, and perceptual conflict respectively.
Closure principles assert that complexity arises when a proper
subpart of a structure is mistakenly apprehended as a well-formed
subpart of that structure, with the result that the remainder of
that structure appears ill-formed; interruption principles assert
that a proper subset of the set of discontinuities create complexities
in proportion to the values of specific parameters, such as the length,
structural complexity, overall structural predictability, etc., of

the intervening material; conflict principles assert that complexity
arises when two sets of. cues assign contradictory values to a stimulus
in terms of some parameter. -
In using clésure, interruption, and conflict principles, I shall
attempt to narrow down each principle as much as possible, for merely

et b
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saying that erroneous closure, interrupted behavior, or verceptual
conflict are complex is pgeneral to the point of near-vacuity. Each
proposed principle will be constrained to the extent allowed by the
data, considerations of plausibility, and past experimental findings,
but no attempt will be~m$dé to offer’ a definition of the notion
"possible perceptual principle"; -it seems reasonable to assume that
‘such a definition should be hard, if not impossible, to come by in
the absence of an adequate and comprehensive theory of linguistic
perception, an extremely rémote goal at present. In fact, I believe
that a definition of the notion "possible perceptual principle"
should be a major goali of psycholinguistic research, rather than one
of its prerequisites. In this sense, each proposed principle may

‘be viewed as a tentative partial definition of the notion "possible
perceptual Principle”. Clearly, the tentative character of the
proposals I shall méke is undeniable, and follows directly from the.
non-existence of a satisfactory theory of linguistic perception; the
situation is, however, no worse than that obtaining in other fields
of linguistic investigation, for no one has, to the best of my
knowledge, proposed an adequate definition of the notions "possible
transformation", "possible global constraint", "possible phonological

rule", etc., so far.

The relation between behavioral complexity and acceptability
Judgments is fairly transparent in some of the cases I consider; for
example, it is rather easy to show that the relative acceptability
of discontinuities varies as the length and/or structural complexity
of the intervening material is varied. However, -not all situations
are equally clear in this respect, as (a) some parameters, especially
in cases involving conflict, often exhibit a very limited number of
possible values, and (b) even when an arbitrarily large number of
values is possible with respect to'some parameter, the correlation
between perceptual complexity and degree of acceptability is sometimes
obscured through generalization, a process which imposes a yes/no
dichotomy dh the scalar acceptability dimension; the underlyingl

1I am using the term underlying rather than initial, to allow
for the possibility that some instances of grammatization of .
perceptual restrictions do not necessarily occur at some stage in
the historical evolution of a language, but more or less inevitably
for each individual learner (presumably due to an intolerably high
degree of complexity). Therefore, I am not making the claim that
a sentence like *hej said that Johni had left was necessarily
grammatical at some point in the history of English.

correlation can in fact be further obscured by reinterpretation,
generalization, and other extremely common phenomena in language

change. Such difficulties should not, however, preclude inquiries

into the possibility that certain ungrammatical constructions acquire

this status bécause of some high degree of perceptual complexity,

Just as the fact that certain rule-systems are synchronically T
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unproductive has not, in general, precluded research as to the
possibility of an earlier productive state. In both situations,
erpirical claims are made, and it should be possible to test them, ‘
in the latter case through an examination of historical records, .

in the former, through psycnolinguistic experimentation (of course,

tests aimed at proving a putative underlying perceptual-complexity/

acceptablllty correlation can obviously not be ‘applied directly to ?
b _ structures which have undergone grammatlzatlon, but rather to (a) -

the same structures, in dlalectsk(or languages) where grammatization -
has not taken place, (b) other’ structures, in the same dialect, ‘ .
y . provided that the relevance of these structures to the primary v i
ones can be defended, or (c) representations in other perceptual
modalltles, subject to the condition expressed with respect to (b)).
"It would be extremely interesting to try to find out whether . ;
! there is some quantifiable threshold of perceptual complexity which
| when reached, allbws reasonably certain predictions that grammatizatior . ,
will occur. To ask this question meaningfully, it would be necessary, ; i
at the very least, to know (a) what all the ne«ceptual variables
vhich may increase or reduce complexlty are, and (b) what weights
should be assignéd to the various variables in situations where a {
subset (not necessarily proper) of them interact. As the answer to—--— !
the former, let alone the latter, question is not known at the
present time, it is clear that any attempt to compute such a
grammatlzatlon threshold would Ve hopelessly premature at this stage. k
For example, one may attempt the generalization that "total, as
distinct from "partial", perceptual conflict is necessarily
grammatized (for a dlscusslon of the terms in .inverted commas, see - ’
section 4.3); however, this "generalization" will be seen to be
incorrect in general, precisely because there exist mitigating, in
addition to. aggravating, factors in perception. l
" This dissertation is incomplete in two important ways: (a) its
theoretical claims are seriously underdetermined by the data, as T
have not been able 'to gather enough pertinent facts from a sufficiently
rich sample of languages, and (b) while it is consistent with the ‘
results of past experiments, it is not supported by any especially
designed experiments, owing to the fact that I have had neither the
time nor the facilities for devising and carrying out pertinent tests. f
Fortunately, both shortcomings can be remedied through future work.
I believe that despite these two objections whose seriousness should
not be underestimated, this dissertation does make a contribution to
- the study -of syntax by providing an account which is emrirically and
descriptively superior, as well as more elegant, plausible, and
intuitively satisfactory, than previous treatments of the same .
problems. 2
The breakdown of this dissertation is as ‘follows:
Chapter One examines the most important earlier proposals made
wvithin the Transformational Position and shows them to be inadequate |
on both empirical and explanatory grounds. The Derivational Position, !
vhich has never been spelled out in deteil, is pursued to some extent,
and it is argued that empirical adequacy could be achieved at the cost i
of making ufrestricted iuse of global constraints, as well as allowing l
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reference to degrees of accepi- .ility and to pragmatic information;
it is further argued that explanatory adequacy would be highly
improbable under those circumstances, since it is hard to see what
could not be described with such a powerful apparatus.

Chapter Two consists of three parts: section 2.0 briefly
outlines the theory of perceptual strategies sketched in Bever , ’
(1970); section 2.1 provides- illustrations of the applicability of
the closure, conflict, and interruption, principles, and focuses
essentislly on cases in which the complexity/acceptability correla-
tion iy relatively transparent; section 2.2 examines the validity of
a putative perceptuasl strategy (whose correctness has usually been
&ssumed) to the effect that syntactic choices are made on the basis
of “minimal distance" considerations (the plausibility of this
assumption being probably due to the independently attested "receucy .
effect" in recall experiments); it is argued thai there is little - ‘
or no evidence that minimal distance principles play & significant .
part in syntax; such prirciples are often in- conflict with the facts,
and, when not in conflict, more convincing alternative explanations
are available. -

Cnepter Three presents a detailed defense of my proposed
reanalysis of three constraints (the Complex NP Constraint, the
Coordinate Structure Constraint, and a third constraint involving
adverbials), which, I argue, fall under the .8same generalization.

Chapter Four employs the three perceptual principles discussed
in Chapter Two to,propose explanations for the main island constraints
in the light of the reanalysis of Chapter Three.

Chapter Five summerizes the results of the dissertation.
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CHAPTIR I

THE TRANSFORMATIONAL AND DERIVATIONAL POSITIONS

1.0. The main subdivisions of this chapter, nemely, 1.1, 1.2,
1.3, and 1.4, are respectively concerned with Chomsky's initial
proposal known as the A-over-A Principle, with the extensive study
made in Ross (1907), with Chomsky's reanalysis of much the same facts
within the framework of his Extended Standard Theory, and with Ross'
attempt to collapse most of his constraints into an Island
Constraint; all these proposals espouse the Transformational Position.
The Derivational Position is discussed in 1.2.6 in relation to Ross'
original position. |

1.1.1. Tn Chomsky (1964a), it was pointed out that the question

-and relative clause transformations are ambiguous when applying to

a noun -phrase modified by a full or reduced relative clause. Thus,

in (1.1), both the phrase the boy from Los Angeles end its head the
boy are noun phrases; however, the question or relative clause trans-
formations must ap»ly only to the former, yielding the sentences in
(1.2), rather than to the latter, as this would yield the ungrammatical
sentences in (1.3).

(1.1) You believe the boy from Los Angeles ‘to be
unbalanced.

(1.2) a. Who do you believe to be unbalanced? .
b. The boy from Los Angeles vho you believe to
be unbalanced has won the Nobvel Prize.

(1.3) a. *Who do you believe from Los Angeles o0 be
' unbalanced? .
b. *The boy who you believe from Los Angeles to
be unbalanced has won the Nobel Prize.

Chomsky assumes that transformations must be unambiguous and proposes
a8 hypothetical linguistic universal that will eliminate the ambipuity.
This universal (which, following Ross, I shall call the A-over-A
principle) was stated formally as follous:

(1.4) ...if the phrase X of category A is embedded within
a larger phrase ZXW which is also of category A,
then no rule applying to the category A applies
to X (but only to 2ZXwW).

_ X.i.2. In Chomsky (1964b), a revised version of Chomsky (196kLa),
it is pointed out in note 10 that the A-over-A principle is too

-6 -
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strong, as it would predict that sertences like (1.5) are ungrammatical.
(1.5) Wno do you approve of my seeing?
(1.6) You s.prove of my seeing somcone. |

Indeed, on the assumption that (1.6) is the source of (1.5), it contains
the IP someone embedded within the larger NP my seeing someone, and
still the question transformation can eprly to-the lower NP withcut
ungrammaticality. :

I showld like to point out at this stage that the faiiure of
the A-over-A. principle to allow the generation of (1.5) depends
crucially on the overall 'structure of the grammar which incorporates
the principle. Specifically, it depends on my seeing someone being
dominated by the node NP. If the A-over-A princinle is incorporated
intc a grammar which genarates. ali ‘complement sentences under the
domination of the riode NP (as proposed in Stockwell et al., 1968, for
exumple), then it becomes a trivial matter to show that the A-over-A
principle is incorrect, for it would predict that no NP moves out of
an embe?ded clnuse, and this i3 clearly not the case (at least for
English). :

1.2.1. In Ross (1967}, the most thorough treatment of the
constraints at issue within the Transformational Position, Ross
mentions Chomsky's observatiorn with respect to sentences like (1.5),
and adds that the A-over-A principle is also too strong with respect
to certain cases which exhibit an unbounded sequence of NPs, such
that for any two NPs X and Y, X either dominates Y or is dominated by-:
it. Specifically, given a string like (1.7), the A-over-A principls .
predicts that (1.8a) and (1.9a) alone are grammatical, and incorrect.y
rules out (1.8b, c} and (1.9b, ¢).

(1.7) You saw a picture of the master of the house .

(1.8) a. What did you see?
b. Who did you see a nicture of?
c. What did you ser: a picture of the master of?

(1.9) a. It's a picture of the master of the house
that you saw.
b. It's the master of the house that you saw
& picture of.
c. It's the house that you saw a picture of the
master of.

The failure of the A-over-A principle in cases like (1.7), where
nodes of some type A can be recursively embedded to the right of
other nndes of Type A, is in fact more general, since the varigsble
A can stand for S or V&, not Just NP. Thus, Topicalization and Pseudo-
Clefting can apply to any of the S nodes in the underscored portion
of (1.10), yielding (1.11) and (1.12) respectively, while Pseudo-
Clefting can apply to any of the VP rodes in the underscored portion
of (1.13), yielding (1.1k). :

. e
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§' (1.10) I believe that John claimed that Mary 1n51nuated
i : that Bill was guilty of murder. "

A
- (1.11) a. John claimed that Mary insinuated that Bill
3 wes guilty of murder, I believe.
b. Mary insinuated that Bill was guilty of
murder, I believe that Jonn claimed.
i . c. Bill was guilty of murder, I believe that
. John claimed that Mary insinuated.

(1.12) a. What I velieve is that John cleaimed that Mary
insinuated that Bill was guilty of murder.
b. VWhat I believe that John claimed is-that
Mary insinuated that Bill was guilty of
] murder. ) :
c. What I believe that John claimed that Mary
insinuated is that Bill was guilty of
I'_ murder.

(1.13) John decided to try to begin to write a book.

[P

(1.14) a. Vhat John decided was to try o begin to
write a book.

b. what John decided to try was to begin to
l ! write a book.

' c. Vhat John decided to try to begin was to
write a book.

.y

- 1.2.2. After having considered the cases which were incorrectly
- ruled out by the A-over-A principle, Ross turns, in section 2.2, to
i the sixl cases in (1.15) which, according to him, can be handled by

1Ross also mentions a seventh case, suggested by McCawley and
involving the Adjective Shift Rule, but concludes in section 2.3 .
{ that thke rule itself is inadequate and that a more sztisfactory
formulation would no longer require the A-over-A principle.

that principle in a satisfactory manner:

{1.15) a. Elements of relative clauses cannot be
questioned or relativized; thus (1.16) is
ungrammatical,

-t (1.16) *This is the girl who I know a boy who likes.

(1.15) b. Elements of sentences in apposition to
"sentential" nouns like fact, idea, question,
etc., may not be questioned or relativized,
as may be seen in (1.1T):
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(1.17) *Wno did I mention to You the fact that John

(1.15) e. A clause modifying a head.HP cannot be extra-

(1.18) #p

(1.15) a.

(1.19) a.

(1.15) e.

“t
seduced? .
]
posed beyond "the first sentence up", as ;
shown in (1.18).

proof that the claim had been made was given %
that John had lied.

The head of a relative clause cannot be i
questioned. or relativized, and neither can !
-& noun like fact or idea when it is modified
by a clause (Ross omits to mention the ) ;
latter case); these two restrictions are ]
exhibited in (1.19a, b) respectively: )
*Who did he expect who I was acquainted with H
would show up? {
¥Wkhat do I believe (that) that John had 1lied
is well established? : 'i

A RP which is exhaustively dominated by a
Determiner cannot be moved out of the NP

which immediately dominates that Determiner, ) 2
as in (1.20):

(1.20) *Whose did you buy house? ‘}

(1.15) r.

(1.21) a.

(1.22) a.

(1.23) a.
b.

1.2.3. Having ahown that the A-over-A principle was too strong,
Ross proposes to handle the cases which the principle was adequate

A conjunct or a disjunct NP-in a coordinate
node cannot be moved out of the latter, as
seen in (1.21). 1In fact, thé A-over-A t
principle prevents the movement of a member
of any coordinate node, and this restriction
is necessary, for Ss and VPs can also move,
as seen in (1.11), (1.12), ana (1.1%), ana

the ungrammatical (1.22) and. (1.23) must i .
be prevented. . ¢

*What will you put between the bed and?

. *Wnhat will you put between and the wall? i

¥What John claimed that Mary lef{ and was
that Bill ran away.

*Wbat John claimed and that Bill ran awvay }
was that Mary left.

*What John likes to eat ana is to drink.
*What John likes and to drink is to eat.

' +
N~
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for bty four separate constraints. These four constraints tsken
together 'are weaker than the A-over-A principle, as they account for
the (1.15a)-(1.15f) cases without starring the sentences in (1.5),
(1.8), (1.9), (1.11), (1.12) and (1.14), but they are also stronger,
as they can account for additional cases. This last fact does not
constitute a defect of the A-over-A principle, for the latter was
never meant to account for all the constraints in a grammar; it

does, however, strengthen Ross' analysis. The main way in which Ross'
conﬁtraints strengthen the A-over-A princinle concerns the fact that
elements of conjuncts or disjuncts cannot move out of the coordinate
node; this constraint is not expressed by the A-over-A principle in
those cases where the coordinate node and the elements prevented

from moving dbelong to different categories, as in (1.24a}, where the -
underscored element cannot move to yield (1.2hb): N

(1.2k) a. John loves Mary and Bob hates Jill.
b. *It's Mary who John loves and Bob hates Jill.

Sentences like (1.25b) and (1.26t}, vhose ungrammsticality is
due to the migration-of-‘the nodes VP and ADJ respectively from a

complex NP, could also be claimed to strengthen Ross' reformulation
of the A~over-A princinle.

(1.25) a. I believe the claim that John decided to
try to write a book.
b. Vhat I believe (¥the claim) that John
decided to try was to write & book.

(1.26) a. John heard the claim that Mary was pretty.
b. Pretty though John heard (¥the claim) that

Mary wus, he never showed much interest
in her.

However, these sentences are not relevant in the model of grammar
Ross proposes, for he regards VP's and predicative ADJ's as dominated
vy the category NP. . .

1.2.k. The four constraints Ross puts forward in an attempt to
overcome the inadequacies of the A-over-A principle are: The Complex
Houn Phrase Constraint, The Coordinate Structure Constraint, The Left
Brancli Condition on the Pied-Piping Convention, and The Sentential
Subject Constraint (henceforth, the CNPC, the CSC, the LBC on the PPC
and the SSC respectively). The first two are hypothesized to be
universals,< the last two are claimed to be language-specific.

]

2The universality hypothesis was subsequently shown to be
false by a number of investigators. Thus it appears that the
Complex NP Constraint does not hold in Swedish (D. Perlmutter,
personal communication) or in Portuguese (C. Quicoli, personal
communication). This demonstrates the incorrectness of various
attempts to explain Ross' constraints on semantic grounds, since, if
the structures at issue were ill-formed semantically, there should
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be no exceptions in any language whatever. 1In contrast, the
explanation which I shall propose, and vhich ultimately involves
the violation of conversational and/or perceptual principles is

not defeated by a few counterexamples, since principles of this
kind can be violated.

(1.27) The CNPC: No element contained in a sentence
dominated by a noun phruse with a lexical
head noun may be moved out of that noun
phrase by a transformation.

Ross treats the feature [tLexicall as a formal one, but the examples
he gives from English and Japanese suggest that the plus=value is
associated with semantically empty forms, like the English it that
results from Extrapcsition, or the .Japanese koto, mono, which
translate roughly as "thing".

The CNPC takes care of cases-(1.15a) and (1.15b) that were
accounted for by the A-over-A principle, and can also block the
movement of any kind of element out of the modifying clause, while
the A-over-A principle can only block NPs.

(1.28) The csC: In a coordinate structure, no conjunct
may be moved, nor may any element contained
in that conjunct be moved out of that conjunct.

It is clear that the first part of this constraint has the sdme
effect as case (1.15f) of the A-over-A principle, vhile the second
part covers the migration of elements of coordinate terms, not
covered by the latter. A number of counterexamples to (1.28)
(involving asymmetric coordination and across-the-board operations)
which Ross brings up will be discussed in detail in Chapter Three.

(1.29) The PPC: Any transformation which is stated
in such a way as to effect the reordering of
scme specific node NP, where this node is
preceded and followed by variablés in the
structural index of the rule, may apply to
this NP or to any non-coordinate NP which
dominates it, as long as there are no
occurrences of any coordinate node, nor of
the node S, on the branch connecting the
higher node and the specified node.

(1.29) has the effect of allowing the sentences (1.8b, c) and

(1.9b, c¢) which the A-over-A principle ruled out. As I have already
pointed out (1.29) needs to be strengthened in order to account for
the b and c cases in (1.11), (1.12) and (1.14). Of the five language~
specific conditions that Ross imposes on the PPC, I shall mention

only the LBC as the other four strike me as truly idiosyncratic
grammatical facts and thus of little interest for the Behavioral
Position I have espoused.
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(1.30) The LBC: No NP which is the leftmost constituent
of a larger NP can be reordered out of this
NP by a transformational rule.

The LBC accounts for cases (1.15d) and (1.15e) of the A-over-A et
principle. ;

The fourth constraint Ross proposes, the SSC, accounts for the
unacceptability of (1.31b) in contrast to the accéptabiliéy of (1.32b)
and (1.33b).

(1.31) a. That John loves Mary is odd.
b. ¥It's Mary who that John loves is odad.
(1.32) a. It's odd that John loves Mary.
" b. It's Mary who it's odd that John loves.
(1.33) a. Bill claims that John loves Mary.
b. 1It's Mary who Bill claims that John loves.

(1.34) The SSC: No element .dominated by an S may be
moved out of that S if that node S is dominatead
by an NP which itself is immediately dominated
by S.

It is not clear whether the A-over-A principle was initially intended
to account for sentences like (1.31b), for it is not clear whether
Chomsky considered complement sentences to be dominated by NP. I
would imagine that he did not, for counterexamples like (1.32b) and

. (1.33b) are much too obvious. In any event, in a grammar which does

represent all complement sentences as dominated by NP, the A-over-A
principle is much too strorg, and the SSC is a welcome weakening.

The four constraints mentioned so far do indeed improve on the
A-over-A principle. However, there is another class of configurations
which imposé constraints on movement transformations, namely, the
adverbials, and neither the A-over-A Principle nor the four above-
mentioned constraints handle these cases adequately. Thus, it seems
that at least the optional (in a sense to be made more precise in

‘Chapter Three) adverbials cannot lose elements. In talking of

adverbials, I shall refer ambiguously to the entire adverbial, or
to the adverbial minus the "connector" which introduces it (pre-
position, 'subordinating conjunction', or whatever; the term
'connector' is used for purely mnemonic purposes, and no claim is
made that a category Connector should be part of the non-terminal
vocabulary of the grammar5; the resson is that the 'smaller'
adverbial as a whole can sometimes be moved (even though it is an
element of the 'larger' adverbial), but elements of the smaller
adverbial canriot be moved.

In Ross (1967), the adverbs are treated as a subset of the

. complex NP category. That is, it is assumed that all adverbs are

complex NP's at some level of representation, and that movements
out of adverbial clauses occur prior to some transformation which
substitutes subordinating conjunctions for the heads of complex NP's
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(and, perhaps, some more prelexical material). The hnypothesis that
adverbs originate as complex NP's is due to M. Geis, who supports

it extensively, and, I think, convinecingly, in Geis (1970). Even
though Geis does not carry out a detailed analysis of all the forms
which traditional grammarians have called "subordinating conjunctions",
he strongly implies that 'all adverbs should be analyzed as complex
NP's.

Given the strong evidence supplied by Geis for the cases he
analyzed, there is no reason to reject outright the hypothesis that
all subordinating conjunctions may originate as complex WP's.
However, even if such an analysis ultimately turns out to be correct
there are several cases involving adveérbials in which movements are
blocked and which it cannot account for. .

One such case concerns the parentheticals, which, being
(sentential) modifiers are (at least surface) adverbials. As (1.35)
shows, such parentheticals become islands only upon becoming sentence
modifiers. The difficulty here is that it is hard to see how they
could be analyzed as complex NP's.

2

(1.35) a. I told John that Bill was sick.
b. Bill was sick, I told John.
c. It's me who supposed that John is sick:
d. *It's me who John is sick, supposes.

This claim is independently supported by the unambiguity of
(1.36c), which cannot be read as a parsphrase of (1.36b). Neverthe-
less, even though the parenthetical seems to be a deep, rather than
& surface, structure modifier here (see Nobel, 1971), there is still
no natural way of analyzing it as a complex NP.

(1.36) a. I suppose John is sick.
b. John is sick, I suppose.
c. It's me who supposes that John is sick.
d. *It's me who John is sick, supposes.

A second case which raises problems for the CNPC-reductionist
hypothesis concerns the comparative and equitative constructions.
The source of such constructions is one of the least well understood
problems in transformational grammar,3 but I shall assume an analysis

3Ross (1969a) proposed (ib) as the source of (ia), in an
attempt to explain the occurrence of any or ever inside comparative

clauses, as in (iia), as well as the ill-formedness of comparative
clauses containing overt negation, as shown by (iib).

(i) a. John is taller than Bill.
b. John is tall to an extent to which Bill is not
tall.

(ii) a. John is richer than any of my friends has ever
been.

b. *John is richer than Bill isn't.

i

[ Swer——

. '
o~

T




poy

P

-1k -

In his dissertation, Ross no longer defended (ib) as the source
of {ia), as he had noticed that equitatives-exhibit the same pro-
perties as comparatives, as can be seen by comparing (ii) and (iii).

(iii) a. John is as rich as any of my friends has ever
been.
b. *John is as rich as Bill isn't.

As there is no obvious way in which equitatives can be analyzed as
containing negation, Ross presumably concluded that the facts of
(iia) and (iib) are not determined by negation and therefore 45 not
force an analysis of (ia) along the lines of (ib).

There is also a second difficulty with Ross' analysis in (ib);
(ia) and (ib) are not paraphrases. Thus, if John is taller than
Bill, Bill is necessarily not taller than John, while if John is
tall to an extent to which Bill is not, Bill necessarily is tall to
an extent to which John is not; in other words the relation between
John and Bill is asymmetric in (ia) and symmetric in (ib).

-I believe, however, that Ross' initial analysis of comparatives
made an-importent point, namely, that comparatives ‘'should be
analyzed as containing negation at some. level of representation,
although not necessarily as in (ib).

One fact which suggests that comparatives are inherently
negative is the manner in which they interact with Coordination-
Reduction.

Consider first- (iv) and (v).

(iv) a. John thinks that Mary is pretty and John
thinks that Jill is ugly.
b. | John thinks that Mary is pretty and that Jill
is ugly.
c. John thinks that Mary is pretty or that Jill is
©ugly.

(v) a. John doesn't think that Mary is pretty and John
doesn't think that Jill is ugly.
b. John doesn't think that Mary is pretty and that
Jill is ugly.
c. John doesn't think that Mary is pretty or that
Jill is ugly.

The reduced paraphrase of (iva) is (ivb), not (ive), while the
reduced paraphrase of *(va) is (vc), rather than (vb). The principle
which determines the change from and to or in (v) is known as
DeMorgan's laws. I shall now show that DeMorgan's laws operute

in comparatives, but not in equitatives, which strongly suggests
that the former, but not the latter, are inherently negative. Thus,
consider (vi) and (vii).

(vi) a. John is as clever as Mary is astute and John
is as clever as Jill is sly. -

b. John is as clever as Mary is astute and as Jill

is sly.
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(vi) c. John is as clever as Mary is astute or as Jill
is sly.

(vii) a. John is cleverer than Mary is astute and John
is cleverer than Jill is sly.
b. *John is cleverer than Mary is astute and than
Jill is sly.

c. John is cleverer than Mary is astute or than Jill
is sly.

In (vi), as in (iv), the ‘reduced form of the a-sentence is the b-one,
while in (vii), as in (v) the reduced form of the a~sentence is the
c~one. It is difficult to see what, outside of DeMorgen's laws,
could determine the difference hetween the paradigm in (vi) and the
one in (¥vii). .

Another piece of evidence, wesker than the first one, but

vhich nevertheless suggests that comparatives are inherently negative,

is provided by the surface structure of French comparatives and
equitatives. 1In French, if the verb of the comparative or equitative
clause has not been deleted, there must be & negative morpheme in

the former case, but there cannot be one in the latter, as shown in

(viiib) and (ixb), the French counterparts of (viiia) and (xia)
respectively. ) -

(viii) a. John is taller than George is.
b. Jean est plus grand que Georges-{}néi} 1llest,

(ix) a. John is as tall as George is. .
b. Jean est aussi grand que Georges {: ne:} l'est.

The acceptable versi